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Chapter 2 Deploying SteelFusion Appliances with AWS Storage Gateway  
This chapter describes the process and procedures for deploying SteelFusion appliances with the AWS Storage Gateway. It 
includes the following sections: 
 

 Deployment Prerequisites 

 Overview 

 Deployment Steps 
o AWS Storage Gateway Deployment Steps 
o SteelFusion Core Deployment Steps 

 

Deployment Prerequisites 

 An Amazon Web Services Storage Gateway licensed and configured in either gateway cache or gateway stored mode. 

 Administrator access to the Amazon Web Services Storage Gateway and SteelFusion appliances to make changes such as 
enabling iSCSI, adding initiator groups, etc. 

 SteelFusion Core and SteelFusion Edge appliances installed and powered up.  

 

Overview 

The deployment steps required to deliver LUNs via SteelFusion appliances from an existing Amazon Web Services Storage 
Gateway are broken down into the following sections: 
 
AWS Storage Gateway Deployment Steps 
1. Deploy the AWS Storage Gateway virtual appliance 
2. Configure local storage for the AWS Storage Gateway 
3. Activate the AWS Storage Gateway 
4. Configure the storage volume for the AWS Storage Gateway 
 
SteelFusion Core Deployment Steps 
1. Add the LUN from the AWS Storage Gateway to SteelFusion Core 
2. Configure initiator access for the SteelFusion Edge to the projected LUN from SteelFusion Core 
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Deployment Steps 

 
AWS Storage Gateway Deployment Steps 

1. From the Amazon web services storage gateway page, download and install the AWS Storage Gateway virtual machine 
(VM), as shown in Figure 5 and Figure 6. Install in either a Gateway-cached or Gateway-Stored configuration. Refer to the 
directions on the following page for details about downloading the VM: 
http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedDownloadVM-common.html  

 

  
Figure 5 AWS Storage Gateway Type Selection 

 

  
Figure 6 AWS Storage Gateway VM Deployment 

 
2. Once the VM is installed you will need to size and configure local storage volumes for the AWS Storage Gateway to use as 

either cache and buffer volumes (Gateway-Cached configuration), or as buffer and storage volumes (Gateway-Stored 
configuration), as shown in Figure 7. Refer to the directions on the following page for details: 
http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedPLDSMain-vm-common.html 

http://aws.amazon.com/storagegateway/
http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedDownloadVM-common.html
http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedPLDSMain-vm-common.html
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Figure 7 Allocate Local Disks for the VM 

 
3. Next you will need to activate the AWS Storage Gateway, as shown in Figure 8. Refer to the directions on the following page 

for details:  
http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedActivateGateway-common.html  
 

 
Figure 8 Activate VM 

 
 

http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedActivateGateway-common.html
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4. Configure storage in Amazon S3 for the AWS Storage Gateway, as shown in Figure 9. If using a Gateway-Cached 
configuration, specify the volume size you want to create. If using a Gateway-Stored configuration, specify the local volume 
in the VM you created previously that will be assigned for use. Refer to the directions on the following page for details: 
http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedCreateVolumes.html  
 

 
Figure 9 Configure iSCSI Storage  

 
SteelFusion Core Deployment Steps 

Both the physical SteelFusion Core or the SteelFusion Core Virtual Edition can be used to connect to the Amazon Storage 
gateway. 
 
Add the LUN from the AWS Storage Gateway to SteelFusion Core 

1. Open the Configure menu from the top menu of the SteelFusion Core web user interface and select Setup Wizard to open 
the wizard as shown in Figure 10.  

 

 
Figure 10 SteelFusion Setup Wizard 

http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedCreateVolumes.html
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2. On the welcome page select LUN Mapping to open the LUN mapping wizard as shown in Figure 11. 
 

 
Figure 11 Welcome Page 

 
3. Verify the SteelFusion Core iSCSI Initiator Name and click Next twice. Enter the IP address for the Amazon Web Services 

Storage Gateway iSCSI interface and select Next as shown in Figure 12. 
 

 
Figure 12 Portal Configuration Page 

 
4. The Amazon Web Services Storage Gateway iSCSI Target should now be present in the Manage Targets window. Select the 

node name and select Next as shown in Figure 13. 
 

 
Figure 13 Target Configuration Page 
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5. The discovered LUN serial numbers should now be present in the Mount LUNs window. Select the LUN you wish to export to 
the branch office and select Next as shown in Figure 14. 

 

 
Figure 14 Mount LUNs Page 

 
6. Select the SteelFusion Edge appliance you would like to export the LUN to and select Next, as shown in Figure 15. 
 

 
Figure 15 SteelFusion Edge Mapping Page 

 
Note: Determine the SteelFusion Edge Identifier in the Configure > Granite > Granite Storage configuration page of the 
SteelFusion Edge web user interface as shown in Figure 16. 
 

 
Figure 16 SteelFusion Edge Identifier 
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7. The Amazon Web Services Storage Gateway LUN serial number should now be present in the Map LUNs to Edge window. 
Select the LUN serial number and select Next to map this iSCSI LUN to the remote SteelFusion Edge appliance as shown 
in Figure 17. 

 

 
Figure 17 Map LUNs page 

 
8. You have completed the LUN Mapping. Select Exit to finish as shown in Figure 18. 
 

 
Figure 18 LUN Summary Page 
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9. Next, verify that the LUN has been exported to SteelFusion Edge by navigating to the Configure > Granite  > Granite 
Storage configuration page of the SteelFusion Edge web user interface as shown in Figure 19. 

 

 
Figure 19 SteelFusion Edge LUNs Page 

 
Configure Initiator Access for Branch Servers on the SteelFusion Core  

SteelFusion appliances implement the concept of initiator groups. By default the exported LUNs from SteelFusion are not 
associated to any initiator or initiator group, as shown in Figure 20. 

 
Figure 20 Default Initiator and Initiator Group Configuration 
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1. Configure initiators and initiator groups in the Configure > Storage > SteelFusion Edges page of the SteelFusion Core 
GUI. 

Select the SteelFusion Edge for which you would like to configure initiators groups, select Initiators, select Add an Initiator, enter 
the initiator IQN or EUI number and select New Group as shown in Figure 21. 
 
Note:  Refer to documentation from the server vendor that will act as the iSCSI initiator for determining the IQN or EUI number 
 

 
Figure 21 SteelFusion Initiator Page 

 
2. Enter a new Group Name and select Add as shown in Figure 22. 
 

 
Figure 22 Add Group Dialog 
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3. Complete the procedure by selecting Add Initiator as shown in Figure 23. 
 

 
Figure 23 Add Initiator Page 

 
4. Select LUNs and select the Amazon Web Services Storage Gateway LUN that you would like to configure with the initiator 

group created above. By default none of the groups and none of the initiators are allowed to access this LUN. 
 
5. Select Edit to remove the None initiator group from the Groups Granted Access section and add the newly created initiator 

group from above as shown in Figure 24. 
 

 
Figure 24 SteelFusion LUN Masking Page 
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6. Select the initiator group from the Not Granted box and select Add to add it to the Groups Granted Access box as shown in 
Figure 25.  

 

 
Figure 25 Add Initiator Group 

 
7. Verify that the new initiator group is now under the Group Granted Access box and the default all initiator group is still under 

the Not Granted box as shown in Figure 26. 
 

 
Figure 26 Verify Initiator Groups 

 
8. To instead allow all initiators at the branch office to access the LUN, add the default all initiator group to the Group Granted 

Access box, as shown in Figure 27. 
 

 
Figure 27 Access to All Initiators 



Solution Guide – SteelFusion with Amazon Web Services Storage Gateway 
 

 
© 2014 Riverbed Technology. All rights reserved.  19 

Chapter 3 Performing Branch Disaster Recovery 
In the unlikely event there is a significant disruption at a branch (such as a natural disaster), SteelFusion can be used to quickly 
recover branch data and services, either to another branch location, or within the data center itself. Since the data is stored within 
a LUN provided by the AWS Storage Gateway, SteelFusion core can redirect the LUN from the original branch to another branch 
with SteelFusion. Alternatively, you can directly mount the LUN to a Windows server or VMware ESXi host in the data center.  
 
Note that a branch outage will result in a crash consistent LUN state to exist for the LUN delivered by the AWS Storage Gateway 
to SteelFusion, so the amount of data loss will depend on how much pending data SteelFusion was in the process of 
synchronizing to the AWS Storage Gateway LUN at the time the branch outage occurred. 
 

Configure the LUN to a New SteelFusion Edge at a Different Branch 

Reconfiguring a LUN for access by a new or different SteelFusion Edge is straight forward. Because a branch outage disconnects 
the AWS Storage Gateway LUN from the original SteelFusion Edge, SteelFusion Core will need to perform the following steps in 
order to associate the LUN for use by a new or different SteelFusion Edge: 
 
1. Login to the SteelFusion Core GUI, and select Configure > Storage > LUNs and identify the LUNs that are associated with 

the original SteelFusion Edge that is experiencing the outage, as shown in Figure 28. Note the LUN name that it has been 
given (also known as the LUN alias name). 

 
Figure 28 LUN and Edge Identification 

 
2. SSH to the SteelFusion Core management interface, and login. From the command prompt, issue the following commands to 

disassociate the LUN from the original SteelFusion Edge, using the LUN alias name and the SteelFusion Edge name 
identified in the previous step: 
en 
conf t 
edge modify id <Original_SteelFusion_Edge_Name> clear-serial 
storage iscsi lun modify lun-alias <LUN_Alias_Name> unmap force 
 
For example:  
en 
conf t 
edge modify id edgeA clear-serial 
storage iscsi lun modify lun-alias Ddrive unmap force 

 
3. Go to Configure > Storage > Granite Edges, and select the LUN tab of the new or replacement SteelFusion Edge. You will 

need to map the LUN to this new Edge, as shown in Figure 29. 
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Figure 29 Map LUN to a New or Replacement Edge 

 
4. Configure initiator access for the LUN at the new branch, as described in the section Configure Initiator Access for Branch 

Servers on the SteelFusion Core. The new or replacement SteelFusion Edge will now have access to the LUN and can 
deliver the LUN to the end server or ESXi host for use.  

 

Configure the LUN Directly to a Windows Server in the Data Center 

If the AWS Storage Gateway LUN is a NTFS volume, you may directly mount the LUN to a corresponding Windows server in the 
data center, without the use of SteelFusion. To accomplish this, perform the following steps: 
 
1. Login to the SteelFusion Core GUI, and select Configure > Storage > LUNs and identify the LUNs that are associated with 

the original SteelFusion Edge that is experiencing the outage, as shown in Figure 30. Note the LUN name that it has been 
given (also known as the LUN alias name). 

 
Figure 30 LUN and Edge Identification 

 
2. SSH to the SteelFusion Core management interface, and login. From the command prompt, issue the following commands to 

disassociate the LUN from the original SteelFusion Edge and remove it from SteelFusion core, using the LUN alias name 
and the SteelFusion Edge name identified in the previous step: 
en 
conf t 
edge modify id <Original_SteelFusion_Edge_Name> clear-serial 
storage iscsi lun modify lun-alias <LUN_Alias_Name> unmap force 
storage iscsi lun remove lun-alias <LUN_Alias_Name> force 
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For example:  
en 
conf t 
edge modify id edgeA clear-serial 
storage iscsi lun modify lun-alias Ddrive unmap force 
storage iscsi lun remove lun-alias Ddrive force 

 

3. On the Windows server which will mount the LUN, start the iSCSI Initiator program to mount the LUN, as shown in Figure 31. 
Use the AWS Storage Gateway Portal IP address that was configured when setting up the AWS Storage Gateway, and not 
the SteelFusion Core IP address, when adding the LUN. 

 
Figure 31 Windows iSCSI Initiator 

 

Configure the LUN to Directly to a VMware ESXi Server in the Data Center  

If the AWS Storage Gateway LUN is a VMFS configured volume, you may directly mount the LUN to a corresponding ESXi server 
in the data center, without the use of SteelFusion. To accomplish this, perform the following steps: 
 
1. Login to the SteelFusion Core GUI, and select Configure > Storage > LUNs and identify the LUNs that are associated with 

the original SteelFusion Edge that is experiencing the outage, as shown in Figure 32. Note the LUN name that it has been 
given (also known as the LUN alias name). 

 
Figure 32 LUN and Edge Identification 

 
2. SSH to the SteelFusion Core management interface, and login. From the command prompt, issue the following commands to 

disassociate the LUN from the original SteelFusion Edge and remove it from SteelFusion core, using the LUN alias name 
and the SteelFusion Edge name identified in the previous step: 
en 
conf t 
edge modify id <Original_SteelFusion_Edge_Name> clear-serial 
storage iscsi lun modify lun-alias <LUN_Alias_Name> unmap force 
storage iscsi lun remove lun-alias <LUN_Alias_Name> force 
 
 
For example:  
en 
conf t 
edge modify id edgeA clear-serial 
storage iscsi lun modify lun-alias Ddrive unmap force 
storage iscsi lun remove lun-alias Ddrive force 
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3. On the ESXi server which will mount the LUN, go to the Configuration Tab, select Storage Adapters from the left menu, 
right click the iSCSI Storage Adapter and select Properties, as shown in Figure 33 ESXi iSCSI Software Adapter Properties. 
Use the AWS Storage Gateway Portal IP address that was configured when setting up the AWS Storage Gateway, and not 
the SteelFusion Core IP address, when adding the LUN.  
 

 
Figure 33 ESXi iSCSI Software Adapter Properties 

 
4. Perform a Rescan to add the LUN, and then add the volume using the Storage menu item, and the Add Storage wizard. 
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Chapter 4 Performing Data Center Disaster Recovery 
Performing disaster recovery (DR) with an AWS Storage Gateway differs slightly from traditional storage disaster recovery since 
the data or data snapshots are stored in Amazon cloud storage, rather than on another SAN storage device at a DR site. The 
benefits of having cloud based snapshots available for recovery is that you do not have to maintain power, networking, and other 
infrastructure until such time that a DR recovery is needed. When a DR event occurs, you can deploy a new virtual instance of an 
AWS Storage Gateway and SteelFusion to perform recovery of required services for branch offices, as shown in Figure 34. This 
deployment can be done either within a new data center, or within a specialized facility that can use the Amazon Direct Connect 
features to connect to Amazon cloud storage services directly over high bandwidth networks. 

 

 
Figure 34 DR Recovery Overview 

 

DR Recovery with the AWS Storage Gateway and SteelFusion 

 
1. Deploy a new AWS Storage Gateway at the DR site, similar to the steps outlined in Chapter 2 above. During step 4, in which 

you deploy a new volume for the AWS Storage Gateway, you will instead configure the new volume as a recovered volume 
from a previous snapshot (Figure 35 and Figure 36). Refer to the directions on the following page for details: 
http://docs.aws.amazon.com/storagegateway/latest/userguide/RestoringSnapshotVolume.html  

 

 
Figure 35 Volume Recovery from Snapshot (Gateway-Stored Configuration) 

http://aws.amazon.com/directconnect/
http://docs.aws.amazon.com/storagegateway/latest/userguide/RestoringSnapshotVolume.html
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Figure 36 Volume Recovery from Snapshot (Gateway-Cached Configuration) 

 
2. After recovering the AWS Storage Gateway, you will need to deploy a new SteelFusion Core, as outlined in the previous 

chapter above. When adding the iSCSI target and LUN, you will point to the new iSCSI target and attach to the new LUN 
delivered by the DR AWS Storage Gateway, and provide initiator access to the correct host(s) at the branch which will need 
access (for example, SteelFusion Edge). 
 
Note: If you want to recover data from the LUN directly in the data center, you may mount the LUN directly to a Windows or 
ESXi host as described in the sections Configure the LUN Directly to a Windows Server in the Data Center and 
Configure the LUN to Directly to a VMware ESXi Server in the Data Center. SteelFusion is not required in this case and 
data can be directly recovered via Windows or VMware iSCSI connections to the LUN. 
 

3. When data access occurs (such as from an ESXi server at the branch launching a VM delivered via SteelFusion), 
SteelFusion will make requests for the data from the AWS Storage Gateway, and deliver that received data from the 
recovered snapshot to SteelFusion across the WAN to the branch SteelFusion Edge.  

 
4. The data recovery time will depend on your WAN speed between Amazon S3 and your SteelFusion Core, and the WAN 

speed between your SteelFusion Core and your SteelFusion edge. For example, if your SteelFusion Core is on a 1 gb/s Diret 
Connect link to Amazon S3, your recovery time will most likely depend on the WAN speed at which SteelFusion traffic can 
pass from the DR site to the branch. In the below example, a 100mb/s WAN to the branch could yield a Windows VM boot 
time of roughly 20-30 minutes.  Alternatively, your DR procedures may dictate to recover the branch environment at the DR 
site, rather than at the branch, which could reduce the amount of time needed to initially recover services and bring them 
online for users.   
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Figure 37 DR Recovery Speed Example 
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Chapter 5 Solution Recommendations and Best Practices 
The following recommendations are best practices are intended to guide you to achieving optimal performance while reducing 
configuration and maintenance requirements. 
 

AWS Storage Gateway Best Practices 

Best Practice Description 

Mutual CHAP If the intranet network is trusted, mutual CHAP is not required and does not need to be configured on the AWS Storage Gateway and 
SteelFusion core. 

Gateway Volume 
Storage Size 

It is recommended to configure storage for the AWS Storage Gateway according to the best practices laid out by the AWS Storage Gateway 
calculator online. If using a Gateway Cached Volume configuration, make sure the cache and buffer volumes are sized appropriately. If using a 
Gateway Stored Volume configuration, make sure the storage volume is sized appropriately as you would with a normal SAN volume. 

 
 

 

SteelFusion Best Practices 

Best Practice Description 

Mutual CHAP If the intranet network is trusted, mutual CHAP is not required and does not need to be configured on the AWS Storage Gateway and 
SteelFusion core. 

SCSI Reservations AWS Storage Gateway does not currently support SCSI-3 reservations, so disable SCSI reservations on SteelFusion core prior to adding the 
volume to a SteelFusion core. Use the command: storage iscsi lun modify-all scsi-res disable 

Volume Crash 
Consistency 

SteelFusion relies on the AWS Storage Gateway to provide crash consistent snapshots of the storage LUNs. Amazon EBS snapshots can be 
taken of LUNs and managed through the Amazon Web Services Management Console. 
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