Solution Guide - SteelFusion with Amazon Web Services Storage Gateway

Chapter 2 Deploying SteelFusion Appliances with AWS Storage Gateway

This chapter describes the process and procedures for deploying SteelFusion appliances with the AWS Storage Gateway. It
includes the following sections:

o  Deployment Prerequisites

e Overview

o Deployment Steps
0 AWS Storage Gateway Deployment Steps
o0 SteelFusion Core Deployment Steps

Deployment Prerequisites

e An Amazon Web Services Storage Gateway licensed and configured in either gateway cache or gateway stored mode.

e Administrator access to the Amazon Web Services Storage Gateway and SteelFusion appliances to make changes such as
enabling iSCSI, adding initiator groups, etc.

e  SteelFusion Core and SteelFusion Edge appliances installed and powered up.

Overview

The deployment steps required to deliver LUNs via SteelFusion appliances from an existing Amazon Web Services Storage
Gateway are broken down into the following sections:

AWS Storage Gateway Deployment Steps

1. Deploy the AWS Storage Gateway virtual appliance

2. Configure local storage for the AWS Storage Gateway

3. Activate the AWS Storage Gateway

4. Configure the storage volume for the AWS Storage Gateway

SteelFusion Core Deployment Steps
1. Add the LUN from the AWS Storage Gateway to SteelFusion Core
2. Configure initiator access for the SteelFusion Edge to the projected LUN from SteelFusion Core
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Deployment Steps

AWS Storage Gateway Deployment Steps

1. From the Amazon web services storage gateway page, download and install the AWS Storage Gateway virtual machine
(VM), as shown in Figure 5 and Figure 6. Install in either a Gateway-cached or Gateway-Stored configuration. Refer to the
directions on the following page for details about downloading the VM:
http://docs.aws.amazon.com/storagegateway/latest/userquide/GettingStartedDownloadVM-common.html

Setup and Activate Gateway Close
O
PROVISION HOST
Choose How You Want to Run Your Gateway

Flease select a configuration for running your gateway

@ Gateway-Cached volumes: Jaintain local, low-latency access to your most recently accessed data
wlmS Sewinny an pown waea e ~i32Z0N 53,

Gateway-VYirtual Tape Library: Durably store data on Amazon Glacier while leveraging your existing
tape-based processes.

Gateway-Stored Yolumes: ¢ chedule off-site backups to Amazon 53 for your on-premises data.

Learn More About Gateway Configurations

Continue

Figure 5 AWS Storage Gateway Type Selection

Setup and Activate Gateway Close
O
PROVISION HOST

vou will need a host in your datacenter to deploy the gateway virtual machine {wM). Pick a host that
meets these minimum reguirements,

« Back Continue

Figure 6 AWS Storage Gateway VM Deployment

2. Once the VM is installed you will need to size and configure local storage volumes for the AWS Storage Gateway to use as
either cache and buffer volumes (Gateway-Cached configuration), or as buffer and storage volumes (Gateway-Stored
configuration), as shown in Figure 7. Refer to the directions on the following page for details:
http://docs.aws.amazon.com/storagegateway/latest/userquide/GettingStartedPLDSMain-vm-common.html
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Setup and Activate Gateway Close

O

PROVISION LOCAL DISK STORAGE

Step 2 of 2 (Allocate Disks to Cache Storage)

Again using your WhMware vSphere client, allocate one or more local disks to your gateway WM to cache
recently accessed data on-premesis. These disks, called cache storage, are used to provide low-latency
access to data you actively access,

Step-by-Step Instructions

Calculator
Enter the size of your upload buffer: GhBs

For corporate file sharing workloads, enter 20% of your current on-premises file share storage.

For other warkloads like backup, leave blank: GBs
Recommended storage for caching data: -- GBs
= Back Caontinue

Figure 7 Allocate Local Disks for the VM

3. Next you will need to activate the AWS Storage Gateway, as shown in Figure 8. Refer to the directions on the following page
for details:

http://docs.aws.amazon.com/storagegateway/latest/userquide/GettingStartedActivate Gateway-common.html

Setup and Activate Gateway Close
O
ACTIVATE GATEWAY

Using your WiMware vSphere client, right
mouse-click on your deployed gateway Wi and

Getting Started [EMNL s ResourceAllocation ' Performance | E'

select Power On. Mext, click on the Summary tab [
and retrieve the IP Address of your WM (it may take | GuestOSs: Cent0S 4/5 (64-bit)
a couple of minutes for the IP Address to appear 'EEJEFW'“ :wcpu

once youU've powered on your WM. Type the IP

Memary: 4095 M8
Address into the box below, v

Memory Overhead:  190.47 MB

Clicking "Proceed to Activation" will redirect you to ﬁ:"‘::;”“"’ j;?:'j:g‘i .
" " . resses; - ! . view a
the actwat]om page (your browser mgst be running e e
on a machine with network connectivity to your
. Powere
local gateway host). State: owered On
Host: ocalhost.amazon.com

Active Tasks:

Step-by-Step Instructions

Enter IF Address Below;

Screenshot showing the Summary tab.

= Back Proceed to Activation

Figure 8 Activate VM
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4. Configure storage in Amazon S3 for the AWS Storage Gateway, as shown in Figure 9. If using a Gateway-Cached
configuration, specify the volume size you want to create. If using a Gateway-Stored configuration, specify the local volume
in the VM you created previously that will be assigned for use. Refer to the directions on the following page for details:
http://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedCreateVolumes.html

Configure Your Activated Gateway close

D
o

CREATE VOLUME

Create an iSCSI storage volume up to 32 TBs in size. This volume will be stored in Amazon 53,
with only a cache of recently accessed data kept locally. Your client applications will connect to
thiz wolume over an iSCSI interface. Learn More.

Capacity: | 50 TBs | = |(Max: 32 TBs)
i
iSCSI Target Name: ign.1997-05.com.amaz
mywolume

Based on Snapshot ID:
Host IP: | 192.168.99.227

Port: =Z2e0

Cancel | Create Volume

Figure 9 Configure iSCSI Storage

SteelFusion Core Deployment Steps

Both the physical SteelFusion Core or the SteelFusion Core Virtual Edition can be used to connect to the Amazon Storage
gateway.

Add the LUN from the AWS Storage Gateway to SteelFusion Core

1. Open the Configure menu from the top menu of the SteelFusion Core web user interface and select Setup Wizard to open
the wizard as shown in Figure 10.

| GRANITE CORE

Home Configure ¥ Reports ¥ Support

Storage »

Networking »
System Settings » sole for rvrbed-granite!

Security »

Maintenance »

My Account ystem Up Time: 4:10:16 Service Up Time: 4:09:49 CMC: Not Managed

LUN 1/O Operations Per Second Backend Storage Allocation
2014/04/17 20:41:43 - 2014/04/24 20:41:43 Inner - Storage Arrays

. | -

04/18 04/19 04/20 04/21 04722 04/23 04/24 i\!

— Read IOPS — Write IOPS

Average Read IOPS 3.90 Total Storage Mounted 700.01 GB
Average Write IOPS 2.21 Total Storage Mapped 620.01 GB

Figure 10 SteelFusion Setup Wizard
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2. On the welcome page select LUN Mapping to open the LUN mapping wizard as shown in Figure 11.

Wizard Dashboard @®

[ welcome Welcome

Initial Setup
Configure your Networking Settings, and Timezone.

LUN Mapping

Map one or more LUNs from your Storage Area Network
(SAN) to a specified Granite Edge and configure your Initiator
Name

Import Configuration

Import a previously saved Granite Core Configuration.

: Export Configuration
Export the current Granite Core Configuration.

CODE

Figure 11 Welcome Page

3. Verify the SteelFusion Core iSCSI Initiator Name and click Next twice. Enter the IP address for the Amazon Web Services
Storage Gateway iSCSI interface and select Next as shown in Figure 12.

LUN Mapping Wizard @©

Specify Portal

Select or add an iSCSI Portal.

| Specify Portal @ Add new Portal

D Select from known Portals

Hostname or 1P Address:  10.32.146.161
Port: 3260
Authentication: None

(< ol il O} ©

Back
Figure 12 Portal Configuration Page

4. The Amazon Web Services Storage Gateway iSCSI Target should now be present in the Manage Targets window. Select the
node name and select Next as shown in Figure 13.

LUN Mapping Wizard @
u Manage Targets

Select the targets to be configured from Discovered Targets List.
m If the targets are already configured you may proceed.

Targets discovered on iSCSI Portal '10.32.146.160":

J Manage Targets gn.1992-08.com.netappisn. 135037602

Show Known Targets v

ol v!

B

Back Next

Figure 13 Target Configuration Page
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5. The discovered LUN serial numbers should now be present in the Mount LUNs window. Select the LUN you wish to export to
the branch office and select Next as shown in Figure 14.

LUN Mapping Wizard @©
u Mount LUNs

Select the LUNs to be configured from Discovered LUNs List.
m If the LUN= are already configured you may proceed.

LUNs discovered from known Targets:
(©)

P3PdBZgypncg

_'I Mount LUNs
a Show Known LUNs ¥
4

Figure 14 Mount LUNSs Page

6. Select the SteelFusion Edge appliance you would like to export the LUN to and select Next, as shown in Figure 15.

LUN Mapping Wizard @©

Specify Granite Edge
Select or add a Granite Edge.
w @ Select from known Granite Edges:
@ Granite Edge Identifier: :win-edgei «
E 7 Add new Granite Edge:
I Specify Granite Edge
<
4

Figure 15 SteelFusion Edge Mapping Page

Note: Determine the SteelFusion Edge Identifier in the Configure > Granite > Granite Storage configuration page of the
SteelFusion Edge web user interface as shown in Figure 16.

Granite Settings

Primary Granite Core Hostname/IP: 136.179.6.5 (edit) o
1P Address: 136.179.6.5 edge
Port: 75970

Granite Edge Identifier: 1360-1

Bedundant Granite_Core Interfacesf:_ none
Figure 16 SteelFusion Edge Identifier
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7. The Amazon Web Services Storage Gateway LUN serial number should now be present in the Map LUNs to Edge window.
Select the LUN serial number and select Next to map this iSCSI LUN to the remote SteelFusion Edge appliance as shown
in Figure 17.

LUN Mapping Wizard @®©
u Map LUNs to Edge

Select LUNs which are to be mapped to the Granite Edge.'win-edge' from
w Unmapped LUNs List.

If the LUNs are already mapped you may proceed.
I@l Unmapped LUNs:

Show Mapped LUNs ¥

J Map LUNs to Edge
Bock

Figure 17 Map LUNs page

8. You have completed the LUN Mapping. Select Exit to finish as shown in Figure 18.

LUN Mapping Wizard @©

u sSummary
You have completed the LUN Mapping Wizard. For further
m configuration options, choose one of the following:
* Mz Targe
(©]
.
Show Wltsrd Summary ¥

4 Summary

i:igure 18 LUN Summary Page
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9. Next, verify that the LUN has been exported to SteelFusion Edge by navigating to the Configure > Granite > Granite
Storage configuration page of the SteelFusion Edge web user interface as shown in Figure 19.

: Steelhead EX

Home figure Reports v | Support

Granite Storage

Configure > Granite > Granite Storage 2

Granite Settings

Primary Granite Core Hostname/IP: 136.179.6.5 (edit) b d
IP Address: 136.179.6.5 edge
Port: 7970

Granite Edge Identifier: 1360-1

Redundant Granite Core Interfaces: (none)
Add Hostname/TP
Local Interfaces: primary & 0

Add Interface

core

Granite Core Connection Status
Connected to Granite Core

Blockstore Allocation | Target Details | Initiators | Initiator Groups | LUNs  MPIO

LUN Alias (Serial) 1} Type t Status t} LUN ID t Size t Cached Data t} Pinned t} Client Type t}
gf Q, 1360-1Desktop (0001H]DURpmMV) i5CSI Connected | 2 30.0057 GB  3081.6 MB No Other
= Q S4FreefileServer (0001H]DUhpNR) IS5CSI Connected 3 20 GB 724.1 MB No Other

Figure 19 SteelFusion Edge LUNs Page

Configure Initiator Access for Branch Servers on the SteelFusion Core

SteelFusion appliances implement the concept of initiator groups. By default the exported LUNs from SteelFusion are not
associated to any initiator or initiator group, as shown in Figure 20.
Add a Granite Edge

Granite Edge Connection Duration IP Address Mapped LUNs LUN Capacity Remowve

=~ 4 win-edge Connected 35m 32s 10.32.98.30 1 LUN 60.00 GB

Status  Target Settings  Initiators  Initiator Groups LUNs  Prepopulation

Map LUNs to this Granite Edge

LUN Size Online/Offline Accessible Pinned Unmap
& 4 alias-P3PdBZgky0ue (P3PdBZgky0Oue) 23'0033 Online No No
Manage Access Lists (To perform other operations on this LUN, click hers,)
Groups Granted Access Edit »
None
Initiators Granted Access Edit »
None

Figure 20 Default Initiator and Initiator Group Configuration
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1. Configure initiators and initiator groups in the Configure > Storage > SteelFusion Edges page of the SteelFusion Core

GULI.
Select the SteelFusion Edge for which you would like to configure initiators groups, select Initiators, select Add an Initiator, enter
the initiator IQN or EUI number and select New Group as shown in Figure 21.

Note: Refer to documentation from the server vendor that will act as the iSCSI initiator for determining the IQN or EUI number

(SRANITE CORE

s ¥ Support ealth user: admin

ISCSI Configuration LUMs  Granite Edges CHAP Users  Snapshots  Failover Configuration
Configure » Storage > Granite Edges [

Preferred Interface

Preferred Interface for Edge Connections: H

Granite Edges

|us Add a Granite Edge

Granite Edge Connection Duration IP Address Mapped LUNs LUN Capacity Remove

= |4 win-edge Connected 48m 24s 10.32.98.30 1 LUN 60.00 GB m

Status  Target Settings =~ Initiators  Initiator Groups LUNs  Prepopulation

| Add an Initiator

Initiator Name: iqn.1991-05.com.microsoft:sed|
Add to Initiatior Group: |No Group [ [Mew Group
Authentication: | None El
Add Initiatos
Initiator Authentication CHAP User Mutual CHAP User Delete

Figure 21 SteelFusion Initiator Page

2. Enter a new Group Name and select Add as shown in Figure 22.

Add New Group

Group Name: | SAnDiegoBranch|

(add Cance]

Figure 22 Add Group Dialog
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3. Complete the procedure by selecting Add Initiator as shown in Figure 23.
Add a Granite Edge
Granite Edge Connection Duration IP Address Mapped LUNs LUN Capacity Remove
= 4 win-edge Connected 53m 55s 10.32.98.30 1LUN 60.00 GB
Status  Target Settings  Initiators Initiator Groups  LUNs  Prepopulation
Add an Initiator
Initiator Name: ign.1891-05.com.microsoft:sel
Add to Initiatior Group: | SAnDiegoBranch [=] MNew Group
Authentication: None [=]
Add Initiator
CHAP User Mutual CHAP User Delete

Initiator Authentication

No initiators added.

NS

Figure 23 Add Initiator Page

Select LUNs and select the Amazon Web Services Storage Gateway LUN that you would like to configure with the initiator

4,
group created above. By default none of the groups and none of the initiators are allowed to access this LUN.

Select Edit to remove the None initiator group from the Groups Granted Access section and add the newly created initiator
group from above as shown in Figure 24.

Granite Edges

Add a Granite Edge
Granite Edge Connection Duration IP Address Mapped LUNs  LUN Capacity Remove
&= 4 win-edge Connected 55m 31s 10.32.98.30 1LUN 60.00 GB
Status  Target Settings  Initiators  Initiator Groups LUNs  Prepopulation
Map LUNs to this Granite Edge
LUN Size Online/Offline Accessible Pinned Unmap
£ |4 alias-P3PdBZgkyOue (P3PdBZgkyOue) 23'0033 Online No
Manage Access Lists (To perform other operations on this LUN, click here.)
Groups Granted Access Edit »
None
Edit »

Initiators Granted Access

None

Figure 24 SteelFusion LUN Masking Page
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6.  Select the initiator group from the Not Granted box and select Add to add it to the Groups Granted Access box as shown in
Figure 25.

Granite Edges

Add a Granite Edge

Granite Edge Connection Duration 1P Address Mapped LUNs  LUN Capacity  Remove

=~ 4 win-edge Connected 57m 31s 10.32.98.30 1LUN 60.00 GB

Status  Target Settings  Initiators  Initiator Groups ~ LUNs  Prepopulation

Map LUNs to this Granite Edge

LUN Size Online/Offline Accessible Pinned Unmap
& 4 alias-P3PdBZgky0ue (P3PdBZgkyOue) o9.0038  online No

Manage Access Lists (To perform other operations on this LUN, click hers,)

Groups Granted Access W Hide Not Granted

None SAnDiegoBranch

« Add all
Remove »
Initiators Granted Access Edit »
None

Figure 25 Add Initiator Group

7. Verify that the new initiator group is now under the Group Granted Access box and the default all initiator group is still under
the Not Granted box as shown in Figure 26.

Lun

sice UNNNE; UIINE  ALLESSIDIE  FINNEY  unmap
& 4 alias-P3PdBZgkyOue (P3PdBZgkyOue) g:’DDBB Online Yes No
Manage Access Lists (To perform other opsrations on this LUN, click hers.)
Groups Granted Access - Hide Not Granted
SAnDiegoBranch all
« Add
Remove »
Initiators Granted Access Edit »
None [

Figure 26 Verify Initiator Groups

8. Toinstead allow all initiators at the branch office to access the LUN, add the default all initiator group to the Group Granted
Access box, as shown in Figure 27.

Map LUNs to this Granite Edge

LUN Size Online/Offline Accessible Pinned Unmap
& 4 alias-P3PdBZgky0ue (P3PdBZgkyOue) 23'0033 Online Yes No
Manage Access Lists (To perform other operations on this LUN, click here.)
Groups Granted Access -+ Hide Not Granted
all SAnDiegoBranch

qM{b

Remove »

Initiators Granted Access Edit »
None

Figure 27 Access to All Initiators
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Chapter 3 Performing Branch Disaster Recovery

In the unlikely event there is a significant disruption at a branch (such as a natural disaster), SteelFusion can be used to quickly
recover branch data and services, either to another branch location, or within the data center itself. Since the data is stored within
a LUN provided by the AWS Storage Gateway, SteelFusion core can redirect the LUN from the original branch to another branch
with SteelFusion. Alternatively, you can directly mount the LUN to a Windows server or VMware ESXi host in the data center.

Note that a branch outage will result in a crash consistent LUN state to exist for the LUN delivered by the AWS Storage Gateway
to SteelFusion, so the amount of data loss will depend on how much pending data SteelFusion was in the process of
synchronizing to the AWS Storage Gateway LUN at the time the branch outage occurred.

Configure the LUN to a New SteelFusion Edge at a Different Branch

Reconfiguring a LUN for access by a new or different SteelFusion Edge is straight forward. Because a branch outage disconnects
the AWS Storage Gateway LUN from the original SteelFusion Edge, SteelFusion Core will need to perform the following steps in
order to associate the LUN for use by a new or different SteelFusion Edge:

1. Login to the SteelFusion Core GUI, and select Configure > Storage > LUNs and identify the LUNs that are associated with
the original SteelFusion Edge that is experiencing the outage, as shown in Figure 28. Note the LUN name that it has been
given (also known as the LUN alias name).

Configure » Storage » LUNs

Status of all configured luns.

Add a LUN
LUN Type Status Size Granite Edge
= . 43.0049
= ISICSI Degraded =B
= . 20.0013
= 15251 Degraded =B

Figure 28 LUN and Edge Identification

2. SSH to the SteelFusion Core management interface, and login. From the command prompt, issue the following commands to
disassociate the LUN from the original SteelFusion Edge, using the LUN alias name and the SteelFusion Edge name
identified in the previous step:
en
conf t
edge modify id <Original_SteelFusion_Edge_Name> clear-serial
storage iscsi lun modify lun-alias <LUN_Alias_Name> unmap force

For example:

en

conf t

edge modify id edgeA clear-serial

storage iscsi lun modify lun-alias Ddrive unmap force

3. Goto Configure > Storage > Granite Edges, and select the LUN tab of the new or replacement SteelFusion Edge. You will
need to map the LUN to this new Edge, as shown in Figure 29.

© 2014 Riverbed Technology. All rights reserved. 19
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Configure » Storage » Granite Edges

Granite Edges

Add a Granite Edge

Granite Edge Connection Duration IP A

= 4 gdgel Mot Connected Os Unk

Statuzs  Target Settings  Initiators Initiator Groups LUNs  Prepopulation

Map LUNs to this Granite Edge

Map these LUNs
Figure 29 Map LUN to a New or Replacement Edge

4. Configure initiator access for the LUN at the new branch, as described in the section Configure Initiator Access for Branch
Servers on the SteelFusion Core. The new or replacement SteelFusion Edge will now have access to the LUN and can
deliver the LUN to the end server or ESXi host for use.

Configure the LUN Directly to a Windows Server in the Data Center

If the AWS Storage Gateway LUN is a NTFS volume, you may directly mount the LUN to a corresponding Windows server in the
data center, without the use of SteelFusion. To accomplish this, perform the following steps:

1. Login to the SteelFusion Core GUI, and select Configure > Storage > LUNs and identify the LUNs that are associated with
the original SteelFusion Edge that is experiencing the outage, as shown in Figure 30. Note the LUN name that it has been
given (also known as the LUN alias name).

Configure » Storage » LUNs

Status of all configured luns.

Add a LUN
LUN Type Status Size Granite Edge
= e e e e . 43.0049 e
= Cdrive (PIPdBZgTWC 4y 1I5C5I Degraded cB edgel
= A BEEDAR T m e - 20,0013 s
= ve RP3PdBZoypnca) ISCSI Degraded =B edgeh

Figure 30 LUN and Edge Identification

2. SSH to the SteelFusion Core management interface, and login. From the command prompt, issue the following commands to
disassociate the LUN from the original SteelFusion Edge and remove it from SteelFusion core, using the LUN alias name
and the SteelFusion Edge name identified in the previous step:
en
conft
edge modify id <Original_SteelFusion_Edge_Name> clear-serial
storage iscsi lun modify lun-alias <LUN_Alias_Name> unmap force
storage iscsi lun remove lun-alias <LUN_Alias_Name> force

© 2014 Riverbed Technology. All rights reserved. 20
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For example:

en

conf t

edge modify id edgeA clear-serial

storage iscsi lun modify lun-alias Ddrive unmap force
storage iscsi lun remove lun-alias Ddrive force

3. On the Windows server which will mount the LUN, start the iSCSI Initiator program to mount the LUN, as shown in Figure 31.
Use the AWS Storage Gateway Portal IP address that was configured when setting up the AWS Storage Gateway, and not
the SteelFusion Core IP address, when adding the LUN.

Programs (1)
&, iSCSlInitiator

FiguFe 31 Windows iSCSI Initiator

Configure the LUN to Directly to a VMware ESXi Server in the Data Center

If the AWS Storage Gateway LUN is a VMFS configured volume, you may directly mount the LUN to a corresponding ESXi server
in the data center, without the use of SteelFusion. To accomplish this, perform the following steps:

1. Login to the SteelFusion Core GUI, and select Configure > Storage > LUNs and identify the LUNs that are associated with
the original SteelFusion Edge that is experiencing the outage, as shown in Figure 32. Note the LUN name that it has been
given (also known as the LUN alias name).

Configure » Storage » LUNs

Status of all configured luns.

Add a LUN
LUN Type Status Size Granite Edge
= . 43.0049
= ISICSI Degraded =B
= . 20.0013
= ISICSI Deagraded =B

Figure 32 LUN and Edge Identification

2. SSH to the SteelFusion Core management interface, and login. From the command prompt, issue the following commands to
disassociate the LUN from the original SteelFusion Edge and remove it from SteelFusion core, using the LUN alias name
and the SteelFusion Edge name identified in the previous step:
en
conf
edge modify id <Original_SteelFusion_Edge_Name> clear-serial
storage iscsi lun modify lun-alias <LUN_Alias_Name> unmap force
storage iscsi lun remove lun-alias <LUN_Alias_Name> force

For example:

en

conft

edge modify id edgeA clear-serial

storage iscsi lun modify lun-alias Ddrive unmap force
storage iscsi lun remove lun-alias Ddrive force
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3. On the ESXi server which will mount the LUN, go to the Configuration Tab, select Storage Adapters from the left menu,
right click the iSCSI Storage Adapter and select Properties, as shown in Figure 33 ESXi iSCSI Software Adapter Properties.
Use the AWS Storage Gateway Portal IP address that was configured when setting up the AWS Storage Gateway, and not
the SteelFusion Core IP address, when adding the LUN.

Summary | Virtual Machines ' Resource Allocation ! Performance i i Tasks &Events ' Alarms ' Permiss
Hardware Storage Adapters
Processors it | iz | R
Memory {3 wvmhban Block SCSI
Storage & vmhba33 Block 5CSI
Networking {3 wmhba34 Block 5CSI
{3 wvmhba3s Block SCSI
 Storage Adapters (& vmhbazs Block 5CST
Network Adapters © vmhba37 Block 5CS1
Advanced Settings 15P2432-based 4Gb Fibre Channelto PCI Express HBA
Power Management @ vmhbal Fibre Channel 20:00:00:24:fF:01
Software i5CSI Software Adapter
{5 wvmhba3 S— I ign.1998-01.com.
Licensed Features
Time Configuration Details | Properties...
DNS and Routing | vmhba3g Remove

Figure 33 ESXi iSCSI Software Adapter Properties

4. Perform a Rescan to add the LUN, and then add the volume using the Storage menu item, and the Add Storage wizard.
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Chapter 4 Performing Data Center Disaster Recovery

Performing disaster recovery (DR) with an AWS Storage Gateway differs slightly from traditional storage disaster recovery since
the data or data snapshots are stored in Amazon cloud storage, rather than on another SAN storage device at a DR site. The
benefits of having cloud based snapshots available for recovery is that you do not have to maintain power, networking, and other
infrastructure until such time that a DR recovery is needed. When a DR event occurs, you can deploy a new virtual instance of an
AWS Storage Gateway and SteelFusion to perform recovery of required services for branch offices, as shown in Figure 34. This
deployment can be done either within a new data center, or within a specialized facility that can use the Amazon Direct Connect
features to connect to Amazon cloud storage services directly over high bandwidth networks.

SteelHead

USP Servers Amazon Storage
O Gatemy

BRANCH OFFICE

SteelFusion Gore /,
!

Clients

iiém?::::f:i Y @6

DR SITE !

Remote Office -
(Serverless) !

(T1T,
Trrramazon
7 webservices”

-

DATA CENTER
Figure 34 DR Recovery Overview

DR Recovery with the AWS Storage Gateway and SteelFusion

1. Deploy a new AWS Storage Gateway at the DR site, similar to the steps outlined in Chapter 2 above. During step 4, in which
you deploy a new volume for the AWS Storage Gateway, you will instead configure the new volume as a recovered volume
from a previous snapshot (Figure 35 and Figure 36). Refer to the directions on the following page for details:
http://docs.aws.amazon.com/storagegateway/latest/userguide/RestoringSnapshotVolume.html

Create Storage Volume close

Disk: 5Cs)(02) » U Preserve existing data

iSCSI Target Name: ign.1997-05.com.amazon:
myvolumerestored

Size: 1GiB
Host IP: | 10.56.250.1

Port: | 3260

Cancel | Create Voluma

Figure 35 Volume Recovery from Snapshot (Gateway-Stored Configuration)
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Configure Your Activated Gateway close

Create an i1SCSI storage volume up to 32 TBs in size. This volume will be stored in Amazon S3,
with only a cache of recently accessed data kept locally. Your client applications will connect to
this volume over an iSCSI interface. Learn More.

Capacity: 1 TBs ~ (Max: 32 TBs)

iSCSI Target Name: ign.1997-05.com.amazon:
myvolume

Based on Snapshot ID: | snap-5d6b8e3e

Host IP: | 192.168.99.227

Port: | 3260

Cancel  Create Volume

Figure 36 Volume Recovery from Snapshot (Gateway-Cached Configuration)

2. After recovering the AWS Storage Gateway, you will need to deploy a new SteelFusion Core, as outlined in the previous
chapter above. When adding the iSCSI target and LUN, you will point to the new iSCSI target and attach to the new LUN
delivered by the DR AWS Storage Gateway, and provide initiator access to the correct host(s) at the branch which will need
access (for example, SteelFusion Edge).

Note: If you want to recover data from the LUN directly in the data center, you may mount the LUN directly to a Windows or
ESXi host as described in the sections Configure the LUN Directly to a Windows Server in the Data Center and
Configure the LUN to Directly to a VMware ESXi Server in the Data Center. SteelFusion is not required in this case and
data can be directly recovered via Windows or VMware iSCSI connections to the LUN.

3. When data access occurs (such as from an ESXi server at the branch launching a VM delivered via SteelFusion),
SteelFusion will make requests for the data from the AWS Storage Gateway, and deliver that received data from the
recovered snapshot to SteelFusion across the WAN to the branch SteelFusion Edge.

4. The data recovery time will depend on your WAN speed between Amazon S3 and your SteelFusion Core, and the WAN
speed between your SteelFusion Core and your SteelFusion edge. For example, if your SteelFusion Core is on a 1 gb/s Diret
Connect link to Amazon S3, your recovery time will most likely depend on the WAN speed at which SteelFusion traffic can
pass from the DR site to the branch. In the below example, a 100mb/s WAN to the branch could yield a Windows VM boot
time of roughly 20-30 minutes. Alternatively, your DR procedures may dictate to recover the branch environment at the DR
site, rather than at the branch, which could reduce the amount of time needed to initially recover services and bring them
online for users.
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Figure 37 DR Recovery Speed Example

© 2014 Riverbed Technology. All rights reserved. 25



Solution Guide - SteelFusion with Amazon Web Services Storage Gateway

Chapter 5 Solution Recommendations and Best Practices

The following recommendations are best practices are intended to guide you to achieving optimal performance while reducing
configuration and maintenance requirements.

AWS Storage Gateway Best Practices

Best Practice Description

Mutual CHAP If the intranet network is trusted, mutual CHAP is not required and does not need to be configured on the AWS Storage Gateway and
SteelFusion core.
Gateway Volume Itis recommended to configure storage for the AWS Storage Gateway according to the best practices laid out by the AWS Storage Gateway

calculator online. If using a Gateway Cached Volume configuration, make sure the cache and buffer volumes are sized appropriately. If using a

Storage Size
Gateway Stored Volume configuration, make sure the storage volume is sized appropriately as you would with a normal SAN volume.

SteelFusion Best Practices

Best Practice Description

Mutual CHAP If the intranet network is trusted, mutual CHAP is not required and does not need to be configured on the AWS Storage Gateway and
SteelFusion core.

AWS Storage Gateway does not currently support SCSI-3 reservations, so disable SCSI reservations on SteelFusion core prior to adding the
volume to a SteelFusion core. Use the command: storage iscsi lun modify-all scsi-res disable

SCSI Reservations

Volume Crash
Consistency

SteelFusion relies on the AWS Storage Gateway to provide crash consistent snapshots of the storage LUNs. Amazon EBS snapshots can be
taken of LUNs and managed through the Amazon Web Services Management Console.
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